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Abstract

We study the problem of extracting emotions and the causes
behind these emotions in conversations. Existing methods
either tackle them separately or jointly model them at the
coarse-grained level of emotions (fewer emotion categories)
and causes (utterance-level causes). In this work, we aim to
jointly extract more fine-grained emotions and causes. We
construct a fine-grained dataset FG-RECCON, includes 16
fine-grained emotion categories and span-level causes. To fur-
ther improve the fine-grained extraction performance, we pro-
pose to utilize the casual discourse knowledge in a knowl-
edge distillation way. Specifically, the teacher model learns
to predict causal connective words between utterances, and
then guides the student model in identifying both the fine-
grained emotion labels and causal spans. Experimental results
demonstrate that our distillation method achieves the state-
of-the-art performance on both RECCON and FG-RECCON
dataset.

Introduction
The task of Emotion-Causal Span Pair Extraction (ECSPE)
in conversations aims to recognize the emotions expressed
by speakers in a dialogue and identify the causal spans (i.e.,
emotion cause) for non-neutral utterances. As illustrated in
Figure 1(I), the speaker demonstrates an emotion (denoted
as happy) in H2 in the dialogue, the cause of which is high-
lighted in H1. The ECSPE task is essential for many down-
stream tasks, such as empathy generation (Kim and Kim
2021) and emotional support (Liu et al. 2021b).

Existing works present various frameworks for emotion
recognition (Shen et al. 2021; Ghosal et al. 2019; Zhu
et al. 2021) and cause reasoning (Poria et al. 2021), most
of which can be grouped into two categories according to
the task objectives, as shown in Fig 1: (a) Cause identi-
fication only: such as RECCON (Poria et al. 2021) and
KEC (Li et al. 2022). These approachs required the con-
struction of an emotion recognition module in a pipeline for
real-world scenarios, which suffers from error propagation.
(b) Joint identification of emotions and causes: such as
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You know, you did a really good job this 
year, but I'd like to emphasize the way you 
handled the project when it went wrong.

RECCON: happy

New: praise

Well, I'm glad to hear that my work 
has been recognized by you. 

RECCON: happy
New: happy

I am very sorry for the deterioration 
of the project!misunderstanding

New Response

H1 

H2 

Methods CG-
Emotion

FG-
Emotion

Causal 
Utterance

Causa
l Span

RECCON (Poria et al. 2022),
KEC (Li et al. 2022) — — √ —

MGSAG (Bao et al. 2022),
UECA (Zheng et al. 2022), 
ECPE-2D (Ding et al. 2022)

√ — √ —

GoEmotions (Dem et al. 2022) √ √ — —

Ours √ √ √ √

Figure 1: Illustration of the ECSPE task.including a conver-
sation example from the RECCON, and a comparison of the
focus of our work with that of past studies.

MGSAG (Bao et al. 2022), UECA (Zheng et al. 2022) and
ECPE-2D (Ding, Xia, and Yu 2020), etc. These approachs
performed coarse-grained Emotion-Cause Pair Extraction
(ECPE), which have faced two major challenges. On the one
hand, previous works only focused on the six basic emotions
defined by Emkan (Ekman 1992). Utterances with nuanced
emotions beyond these six categories defy straightforward
classification. For example in Figure 1, the genuine emo-
tion for H1 is praise but it has to be labeled as happy. Al-
though GoEmotions (Demszky et al. 2020) have proposed
fine-grained datasets for comments, the lack of a conver-
sation reasoning dataset with fine-grained emotions hinders
the progress. On the other hand, most of previous work (Li
et al. 2022; Zheng et al. 2022) mainly focused on utterance-
level cause recognition. However, informal dialogue utter-
ances may contain multiple clauses with different emotions.
Not all clauses within the utterance contribute equally to the
reasoning of the emotion, and some may even lead to con-
fusion and misunderstanding as shown in Figure 1(I)(Gao
et al. 2021). Therefore, identifying causal spans within ut-
terances in dialogues is essential. Overall, there is a progres-
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sive relationship between ECSPE and ECPE tasks, so the
key focus is improving from coarse-grained to fine-grained
in both emotion and causal span recognition.

Based on the above challenges, existing dialogue bench-
mark dataset RECCON (Poria et al. 2021) for emotion cause
identification is inadequate. RECCON only contains 6 basic
emotion labels (Surprise, Anger, Disgust, Happiness, Sad-
ness and Fear), which is not capable to reveal the emotional
details of the interlocutor in the conversation. And, the data
distribution is extremely imbalanced, where 47% of the ut-
terances are labelled as neutral, and 38.3% of the utterances
are labelled as happy. To better evaluate the performance
on ECSPE task, we make additional modifications and an-
notations to the RECCON dataset and propose a new Fine-
Grained RECCON (FG-RECCON) dataset. Inspired by (Zhou,
Lan, and Wu 2018), we use 16 emotion labels commonly
appearing in daily dialogues, such as expanding happiness
into granular labels like gratitude, like, praise etc. After an-
notation, 23.21% of neutral utterances are labelled with fine-
grained and accurate emotions, and 1, 217 new pairs of emo-
tion and causal spans are added.

To address the problem of analyzing emotional causes
from the coarse to the fine, we propose a novel Knowledge
Distillation method to identify fine-grained Emotion-Causal
Span pairs (KD-ECS). Knowledge distillation (Hinton,
Vinyals, and Dean 2015) enhances the performance of
newer models by transferring insights from a comprehensive
teacher model to a specialized student model. Past meth-
ods (Li et al. 2022) which identify utterance-level causes in
RECCON, are capable of leveraging a large volume of exist-
ing data to acquire abundant coarse-grained knowledge. By
knowledge distillation, we leverage the soft outputs (proba-
bility distributions) from a teacher model trained on ECPE
task to guide the student model in filtering non-causal utter-
ance pairs, thereby refining the search space for causal spans
in the dialogue. Previous work (Pitler and Nenkova 2009)
has shown that there is a strong correlation between connec-
tives and discourse relations. Inspired by (Zhou et al. 2022),
we first train a teacher model to identify causal relationships
between utterances, which uses the connective word predic-
tion method with utterance-level emotion causal relations
as supervision. Given the consistency between utterance-
level and span-level causal relations, the student model can
improve its fine-grained emotion recognition and causal
span identification when guided by the inter-utterance causal
relation knowledge from the teacher model. Both mod-
els are prompt-learning-based and fine-tuned on pretrained
language models (PLMs) to gain better performance. Addi-
tionally, as only the student model is used to make inference
in distillation methods, we can try large language models
with different size in the teacher model, e.g., T5 (Raffel et al.
2020), LLaMA (Touvron et al. 2023). Experimental results
prove that larger language models indeed provide more pow-
erful causal relation reasoning ability. Our code and dataset
are released in https://github.com/cubenlp/KD-ECS.

In summary, our contributions are as follows:
• We present a high-quality and fine-grained benchmark

corpus FG-RECCON for fine-grained emotion-causal
span pair extraction in conversation scenario with the aid

of ChatGPT and manual annotation.
• We propose a novel distillation method KD-ECS, using

coarse-grained causal reasoning objective to enhance the
fine-grained emotion and causal span extraction in con-
versation.

• We conduct extensive experiments to demonstrate the su-
periority of our proposed method and explore the causal
reasoning ability of LLMs with different size.

Related Work
Emotion and Cause Recognition in Conversation
The ECSPE task consists of two subtasks: emotion recog-
nition (Shen et al. 2021; Ghosal et al. 2019; Zhu et al. 2021)
and causal span recognition (Poria et al. 2021). These two
subtasks can be combined in a ”pipeline” format. (Shen et al.
2021; Hu, Wei, and Huai 2021) focusd on improving the
modeling of conversation history to recognize emotion. (Po-
ria et al. 2021) provided the RECCON dataset for causal span
recognition. (Poria et al. 2021) treated the span-level cause
identification as a machine reading comprehension task. (Li
et al. 2022) proposed a knowledge enhanced conversation
graph to recognize the causal utterances when emotion was
given. Different from these work, we jointly identify the
emotion and causal span pairs.

Other works jointly extract emotions and causes in the
ECPE task (Xia and Ding 2019) on document-level datasets
(Gao et al. 2017; Gui et al. 2014), which was initially pro-
posed as an utterance pairing task. MGSAG (Bao et al. 2022)
proposed to incorporate fine-grained and coarse-grained se-
mantic features jointly without regard to distance limitation.
UECA (Zheng et al. 2022) designed prompt templates to
predict is/isn’t in a Question Answering format. These meth-
ods all performed coarse-grained utterance recognition. In
contrast to these methods, we employ knowledge distilla-
tion to learn coarse-grained causal relationships between ut-
terances, aiming to identify finer-grained causal spans.

Prompt Learning and Knowledge Distillation
Prompt learning methods have been proved to extract knowl-
edge from language models (Liu et al. 2021a; Schick and
Schütze 2020). (Zhou et al. 2022) used prompt learning to
predict connective words for implict discourse relationship
recognition, effectively improving the model’s ability to in-
fer various relationships between utterances.

Knowledge distillation was proposed by (Hinton, Vinyals,
and Dean 2015) for transferring knowledge from teacher
models to sstudent models to improve performance. The
architecture of teacher-student models has also been used
as a special form of transfer learning for domain migra-
tion (Choi, Choi, and Lee 2022). Recently, Large Language
Models (LLMs) have shown excellent performance in gener-
alization across various tasks (Bubeck et al. 2023). In order
to improve the performance of models in specific domains,
many research works have focused on distilling the knowl-
edge of teacher LLMs into student models. (Jiang et al.
2023) proposed a method for transferring knowledge from
a complex, closed-source large language model to a smaller
language model, which achieved promising results.
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Problem Formulation
Let {u1, u2, · · · , un} be a series of utterances in a conversa-
tion, where n is the total number of utterances. The speaker
id of utterance ui is denoted by spi. Each utterance ui is
paired with the utterance uj(j < i) from the conversational
history his(ui), which is called a candidate pair. The ECSPE
task is to recognize the emotion emo ui of ui and extract
the specific span from the candidate pairs where emo ui is
not Neutral and uj is corresponding cause utterance of ui.
Specifically, the causal span of ui is formalized as the start
and end positions (Pst, Ped) of the maximum causal sub-
string in the utterance.

Corpus Construction
This section describes the process of annotating the
RECCON dataset with additional fine-grained utterances and
causes, and then obtaining the FG-RECCON dataset.

Annotation Process
For each dialogue in the dataset, we use a combination of
ChatGPT1 automatic labeling and manual modifications to
to enhance emotion granularity and annotate causal spans.
Fine-grained Emotion. Following (Zhou, Lan, and Wu
2018), we select 16 labels with high frequency of occur-
rence in the dataset. First, we construct the following natu-
ral language template and automatically annotated emotions
through chatGPT:” Identify the emotion in each turn of the
following dialogue. The emotion labels can only be selected
from the following: sadness, ... , praise, others. The dialogue
is as follows:... ”. In the validation set, ChatGPT achieves a
fine-grained emotion classification accuracy of 69.3%.

To improve annotation accuracy, three experts conduct
a manual review. After training on the criteria, they sam-
ple and discusse 100 dialogues to align their understanding.
They annotate the entire dataset independently, achieving an
inter-annotator agreement with a kappa coefficient of 76.9%.
Discrepancies are resolved through consensus voting.
Causal Spans. We add extra spans for utterances that were
previously labeled neutral but now labeled fine-grained
emotion. We follow the annotation from RECCON (Poria
et al. 2021) to formulate the annotation specifications for
causal spans as shown in Figure 1(I). To aggregate the causal
spans, we take the union of the candidate spans from differ-
ent annotators as the final causal span only when the size
of their intersection is at least 50% of the size of the short-
est candidate span. Otherwise, a third annotator was brought
in to determine the final span from the existing spans. We
add 1, 217 new utterance–causal span (UCS) pairs of emo-
tion and causal spans and corrected 21 wrong pairings on the
original dataset. For a detailed overview of our causal span
annotation process and the proposed dataset, please refer to
our open-source repository.

Data Statistics and Analysis
We present an overview of our FG-RECCON dataset. The
fine-grained emotion distribution after annotation is shown

1https://platform.openai.com/docs/models/gpt-3-5

in the Table 1. After annotation, 57.56% of utterances which
are originally labelled happiness are further subdivided into
positive emotions such as like and gratitude, and 23.21%
of utterances which are originally labelled neutral are fur-
ther subdivided into fine-grained emotions. Table 2 shows
the statistical information of the datasets. Average utterance
contains 3.6 phrase segments, with causal span length ac-
counting for 31% of causal utterance.

FG-RECCON
Emotions count Emotions count

Sadness 342(3.0%) Gratitude 587(5.3%)
Worry 336(2.9%) Acceptance 318(2.9%)
Anger 371(3.3%) Like 768(6.9%)

Disapproval 389(3.4%) Curiosity 575(5.2%)
Disgust 137(1.2%) Neutral 4, 026(36.3%)

Happiness 1, 985(17.5%) Surprise 491(4.4%)
Sympathy 238(2.1%) Praise 310(2.8%)

Hope 404(3.6%) Others 36(0.3%)

Table 1: The distribution of fine-grained emotion labels.

Dataset Elements Train Val Test

RECCON
Positive UCS pairs 7, 269 341 1, 894
Negative UCS pairs 20, 648 838 5, 330

FG-RECCON
Positive UCS pairs 8, 186 392 2, 132
Negative UCS pairs 20, 646 838 5, 330

Num. of Dialogues 834 47 225
Num. of Utterances 8, 206 493 2, 405

Table 2: Statistics of the FG-RECCON and RECCON dataset.

Method
In this section, we provide a detailed introduction to our KD-
ECS method. Considering the consistency of the utterance-
level and span-level causal relations, we use the method
of knowledge distillation (Hinton, Vinyals, and Dean 2015)
to narrow the scope of fine-grained identification. We first
present the teacher and the student model for emotion and
causal span prediction and then describe our framework of
using knowledge distillation at the coarse-grained level. The
KD-ECS model is illustrated in Figure 2.

Teacher Model
The aim of the teacher model is to learn utterance-level
causal reasoning, which benefits subsequent span recogni-
tion by reducing the search scope.

Inspired by (Zhou et al. 2022),we view the ECPE task
as identifying discourse causal relationships between utter-
ances by predicting causal connectives. Therefore, we em-
ploy a prompt learning approach for the teacher model to
bridge the gap between connective prediction in the pre-
training and fine-tuning stage and make better use of the
knowledge of PLMs.
Prompt Template. Given two utterances ui, uj in the di-
alogue and the emotion labels emo hi, emo hj , we use
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Dialogue:
H1 A:You have been doing a 
great job. I am very satisfied 
with your work .
H2 B:I am very happy to know 
my work could be recognized.
H3 A:Based on your 
contribution , I would like to 
give you a pay raise .
H4 B:I really appreciate it . 
Thank you. [his] H4 B feels gratitude and says 

‘I …  you.’. H3 A says ‘Based  … 
raise.’ The connectiveword between 
H3 and H4 is 𝒎𝒂𝒔𝒌𝒄𝒂𝒖

[his] H4 B feels 𝒎𝒂𝒔𝒌𝒆𝒎𝒐 and says 
‘I …you.’. 𝒎𝒂𝒔𝒌𝒄𝒂𝒖 H3 A says 
‘Based … raise.’ The causal span start 
at 𝒎𝒂𝒔𝒌𝒔𝒕, end at 𝒎𝒂𝒔𝒌𝒆𝒅 

Student templateTeacher template

RoBERTaLLaMA

MLMHead
SoftMax

ℎ𝑚𝑎𝑠𝑘
𝑐𝑎𝑢

ො𝑦𝑡
𝑐𝑎𝑢

ℎ𝑚𝑎𝑠𝑘
𝑠𝑡 , ℎ𝑚𝑎𝑠𝑘

𝑒𝑑

MLMHead
SoftMax

ℎ𝑚𝑎𝑠𝑘
𝑐𝑎𝑢 , ℎ𝑚𝑎𝑠𝑘

𝑒𝑚𝑜

Linear Layer
SoftMax

ො𝑦𝑠
𝑐𝑎𝑢

KL loss

Causal

because since … other
72% 11% … 2%

ො𝑦𝑠
𝑒𝑚𝑜

anger gratitude …
72% 6% …

Gratitude

Span Position:
H4 5~13 

Figure 2: The architecture of our KD-ECS model, which contains two modules: (1) A teacher model for utterance-level causality
recognition and (2) a student model for joint recognition of emotion and causal spans.

the following prompt template to identify whether it is an
emotion-cause pair:

tprompt = ”[his] di spi feels emo ui and
says ui. dj spj says uj .The connective

word between di and dj is ⟨maskcau⟩ .”
(1)

[his] represents the dialogue history, which is joint by
historical utterances with the special token [sep]. di is the
dialogue turn id. maskcau represents the masked causal to-
ken that needs to be predicted. Then, we input the prompt
tprompt to a language model, e.g., LLaMA (Touvron et al.
2023) to obtain the representation hcau

mask t for maskcause.
Connective Word Prediction. The objective of the teacher
model is to predict whether the connective words between
two utterances in the dialogue. Thus, we use the MLMHead
layer to map hc

mask t to the tokens in the vocabulary:

ecaumask t = MLMHead(hcau
mask t), (2)

Where ecaumask t ∈ R|Vc|, and |Vc| represents the vocabulary
size. During training, a softmax layer is applied to normalize
the probability logits:

ŷcauti = Softmax(ecauti ). (3)

We train the teacher model using cross-entropy to calcu-
late the loss between the teacher model’s predicted results
and the selected golden connective words.

Lcau
t = − 1

M
∑
i∈M

yilogŷ
cau
ti , (4)

where M denotes the set of masked tokens and yi represents
the golden label. We use LLAMA as the teacher model and
utilize LORA (Hu et al. 2021) to fine-tune it.
Answer Mapping. In prompt learning, we establish a map-
ping between the retrieved answer and its associated output

(Liu et al. 2021a). We manually select answer words to con-
struct emotion and causal discrete answer space. For fine-
grained emotion prediction in the student model, we directly
use each type of emotion word as answer words. For the pre-
diction of connective words, we choose the most frequent
and less ambiguous connective words, which are masked as
a single token to unify the inputs and outputs of the model
and to facilitate the mapping between words and causal la-
bels. Specific word choices are shown in Table 3.

Task Relation Target words

Connectives
prediction

Causal because,as,
since,thus.

Non-causal other

Emotion
recognition

sadness,worry,anger,hope,
disgust,happiness,sympathy,
like,gratitude,acceptance,
disapproval,curiosity,neutral,
surprise,praise,others,

Table 3: Settings of answer words.

Student Model
The goal of the student model is to perform emotion recog-
nition and causal span recognition. And meanwhile, learns
the inter-utterance causal relation knowledge of the teacher
model through knowledge distillation.
Prompt Template. Different from the prompt template of
the teacher model, we add the prediction of emotion and
causal span. We construct the following prompt template to
recognize emotion and causal spans in the dialogue:

sprompt = ”[his] di spi feels ⟨maskemo⟩ and
says ui ⟨maskcau⟩ dj spj says uj . The causal

span start at ⟨maskst⟩ , end at ⟨masked⟩ .”
(5)

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

17793



Where maskemo represents the masked emotion token
that needs to be predicted and maskst,masked represent
the masked position of the causal span. The student model
learns knowledge of the teacher model’s causal reasoning
from maskcau by predicting the connective words.

We feed sprompt to RoBERTa (Liu et al. 2019) to ob-
tain the representation of maskcau token hcau

mask s for fur-
ther knowledge distillation. Meanwhile, we obtain the repre-
sentation of maskemo token hemo

mask, and the representations
hst
mask, h

ed
mask for maskst and masked to make emotion and

causal span prediction.
Emotion and causal span Prediction. Same to the teacher
model, we use an MLMHead to map hemo

mask and hcau
mask s to

the token in vocabulary and normalize the probability logits
using softmax:

ŷemo
si = Softmax(MLMHead(hemo

mask)), (6)

ŷcausi = Softmax(MLMHead(hcau
mask)). (7)

For the prediction of spans, we use a linear layer and soft-
max layer to predict the logits for the entire sequence length,
and select the highest logits as the start and end positions.

P̂ st
si = Softmax(hst

siWst + bst), (8)

P̂ ed
si = Softmax(hed

siWed + bed), (9)
where Wst,Wed ∈ Rdim∗l, dim represents the dimension
of the hidden layer, and l represents the length of the entire
historical utterance. Afterwards we use cross-entropy to cal-
culate the loss for both emotion and causal span prediction:

Ls
emo = − 1

M
∑
i∈M

yemo
i logŷemo

si , (10)

Ls
sp = − 1

M
∑
i∈M

(ysti logP̂ st
si + yedi logP̂ ed

si ). (11)

Knowledge Distillation
As shown in Figure 2, our KD-ECS model consists
of two components: the teacher model, which aims to
learn utterance-level causal reasoning from a coarse-grained
dataset, and the student model, which acquires the causal re-
lation knowledge between utterances from the teacher by ap-
proximating its predicted vector output for the connectives.

In the training stage, we use the method of offline
knowledge distillation(Gou et al. 2021), The teacher model
learn utterance-level causal reasoning from a coarse-grained
dataset, which benefits subsequent span recognition by re-
ducing the search scope. The student model requires to
serve testing inference to make fine-grained causal rea-
soning without causality between coarse-grained uterances,
therefore, after fine-tuning and obtaining a well-performing
teacher model, we force the student model to produce vec-
torized outputs similar to the results of the teacher model.
We calculate LKD by using Kullback-Leibler divergence
(Hershey and Olsen 2007) to measure the gap in connectives
prediction between the student and teacher model.

LKD =
K∑
i

L̂cau
ti log(L̂cau

ti /L̂cau
si ), (12)

Where L̂ = Softmax(emask/τ) and emask are the pre-
softmax logits output by the model in Formula 2 and Formu-
lar 7, and τ is the temperature rate parameter used to allevi-
ate the issue of class imbalance in knowledge distillation.

In the training stage, The student model performs joint
learning of emotion and causality, and approaches the logits
of the teacher model. The loss function of the student model
is as follows:

Ls = α(Ls
emo + Ls

span) + (1− α)τ2LKD, (13)

where α is the coefficient that balances these two terms,
Ls
emo and Ls

span are the loss in Formula 10 and Formula 11.

Experiments
Dataset and Evaluation Metrics
We perform fine-grained emotion and causal span recog-
nition on the FG-RECCON dataset, and coarse-grained
emotion and causal utterance recognition on the RECCON
dataset. Detailed information about the datasets is presented
in Section Corpus Construction.

We use accuracy (Acc) to measure the performance of
emotion recognition. Following (Poria et al. 2021), we re-
port the F1 scores of both negative and positive causal span
pairs and the macro F1 score of them. We report exact match
(EM) to examine the percentage of causal spans exactly ex-
tracted by the model out of from the gold standard data.

Baselines
To validate the effectiveness of our approach, we compare it
with recent models for emotion cause recognition.
• The first set is the methods originally proposed as base-

lines for causal span extraction on the RECCON dataset
(Poria et al. 2021). Roberta-base (Liu et al. 2019) and
Span-bert Fine-tuned on SQuAD (Joshi et al. 2020)
formulated the extraction of causal spans in dialogues as
a machine reading comprehension (MRC) task.

• The second set is constituted by methods achieved good
performance in ECPE tasks. We select ECPE-2D (Ding,
Xia, and Yu 2020), MGSAG (Bao et al. 2022) and
KEC (Li et al. 2022). We make a simple modification to
these models’ final predictions, changing the utterance-
level classification task to a span extraction task. UECA
(Zheng et al. 2022) can’t be applied in the ECSPE
task, we show its performance on the ECPE task on the
RECCON dataset.

• The final set of baselines comprises large language
models, specifically LLaMA (Touvron et al. 2023) and
ChatGPT, selected to generate natural language expres-
sions for emotional reasoning. For LLaMA, We take the
dataset in the form of instruction data to fine-turn it us-
ing LoRA (Hu et al. 2021). For ChatGPT, we set corre-
sponding natural language prompts and give an example
for few-shot learning.

Implementation Details
Our model uses RobertaForMaskedLM (Liu et al. 2019) as
the backbone, which is aqcuired from huggingface Trans-
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Model FG-RECCON(ECSPE) RECCON(ECPE)

Emo Acc EM Pos. F1 Neg. F1 macro F1 Emo Acc Pos. F1 Neg. F1 macro F1

Roberta 40.30 26.08 53.18 84.75 68.96 55.98 49.77 85.28 67.53
SpanBert 42.87 28.05 54.21 85.26 69.74 - - - -

ECPE-2D* 44.26 28.11 55.18 86.4 70.79 52.76 52.39 95.86 73.62
MGSAG* 46.74 29.37 55.69 87.93 71.81 61.11 56.56 91.86 74.21
UECA - - - - - 57.62 57.39 90.45 73.92
KEC* 47.02 30.19 56.94 88.29 72.62 59.33 59.47 92.74 76.11

LLAMA-7B 47.87 31.25 56.82 88.70 72.76 59.61 59.02 91.60 75.31
LLAMA-13B 48.10 32.09 57.14 88.75 72.94 60.48 59.83 92.24 76.03
ChatGPT 67.20 33.78 58.57 89.42 73.99 76.39 60.44 92.32 76.38

KD-ECS 48.26 33.85 58.62 89.70 74.16 61.04 60.51 92.87 76.69

Table 4: Experimental results for ECSPE task on FG-RECCON and ECPE task on RECCON datasets. The best results of each
part are underlined. The models marked with an ’*’ represent that we have made simple modifications to the models to adapt
to the current task.

Model EM Pos. F1 macro F1

KD-ECS 33.85 58.62 74.16

w/o KD 30.49 56.27 72.74

w/o connectives 29.13 55.34 71.59

w/o maskcau 28.68 54.76 71.04

Table 5: Ablation study on FG-RECCON dataset.

formers2. We adopt the AdamW optimizer (Loshchilov and
Hutter 2017), set learning rate as 1e−5 and batch size as
16. For the hyperparameter in knowledge distillation, we set
α = 0.6 and τ = 2 by grid search. The entire project is
based on the PyTorch Lightning framework3, and all other
settings are default parameters. We conduct experiments us-
ing 5 random seeds and select the model with the best per-
formance on the validation set. We then evaluate this model
on the test set to report its results.

Experimental Results
Table 4 displays our main results. For the ECSPE task,
our method achieves state-of-the-art (SOTA) performance.
Specifically, compared with the best-performing model KEC
in the second set, our model improves the accuracy of emo-
tion and span extraction by 1.24% and 3.66%, and has a
1.68% improvement on Pos. F1. This indicates that our
knowledge distillation method enables us to learn more im-
plicit causal knowledge from large models. Meanwhile, our
model demonstrates more significant improvements com-
pared to the baseline proposed by (Poria et al. 2021). Our
model has a 4.41% improvement on Pos. F1 compared to
SpanBERT. This suggests that compared to MRC mecha-
nisms, our prompt-based approach improves the reasoning
ability of the bert-based model. Our model’s accuracy in
fine-grained emotion recognition is not able to match that

2https://github.com/huggingface/transformers
3https://github.com/Lightning-AI/lightning

of large language models because the large model itself has
a good emotion recognition ability (Bubeck et al. 2023), and
FG-RECCON is marked by ChatGPT. But, we achieve sim-
ilar performance in identifying causal spans with ChatGPT,
which indicates that we obtain the ability to perform causal
reasoning through knowledge distillation from the relatively
LLaMA model. Additionally, upon inspecting ChatGPT’s
results, we find that when given one turn prompt, it often
forcefully interpret the relationship between each utterance
in the dialogue history and the emotion utterance. This leads
to many incorrect causal spans, resulting in ChatGPT’s sub-
optimal performance. Perhaps this issue could be further im-
proved through chain of thought or multi-step prompts.

Besides, through knowledge distillation, our KD-ECS
model learns utterance-level cause recognition from the
teacher model, enabling it to achieve good performance on
the coarse-grained ECPE task as well. From Tabel 4, our
model improves 1.04% on Pos. F1 compared to KEC. The
accuracy of emotion is still not superior to that of Chat-
GPT, but in cause identification, our method also achieves
comparable performance with the large model. This proves
that knowledge distillation directly improves the effect of
utterance-level cause recognition in students’ model.

Ablation Study
To analyze the performance of different modules, we con-
duct experiments on the following modifications: (1)w/o
KD: We remove the teacher model and perform joint learn-
ing of utterance and span-level causal relation recognition.
(2)w/o connectives: We further remove the prediction of
causal connective words and use [cls] for utterance-level
causal relation recognition. (3)w/o maskcau: We only per-
form joint recognition of emotion and causal spans. In all
experiments, we evaluate the performance of the models on
the FG-RECCON dataset.

As shown in Table 5, the model with all modules exhibited
better performance. Specifically, when the teacher model
was removed, the EM performance of the model decreased
by 3.36% and F1 decreased by 1.42%. This indicates that the
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causal reasoning knowledge learned by the student model
better assist span extraction compared to direct joint learn-
ing. Further removing the prediction of causal connectives
result in 4.72% decrease in the EM performance, confirm-
ing that causal connectives are crucial linguistic cues for
identifying discourse relations (Zhou et al. 2022). Removing
the utterance-level causal relation recognition part resulte in
5.17% decrease in EM compared with the init model, indi-
cating that there is a progressive relationship between utter-
ance and span-level causal relation recognition.

Additionally, compared to direct joint learning, our
knowledge distillation-based approach allows us to train the
teacher model on existing coarse-grained data. This enables
more stable and significant improvements even with a small
amount of fine-grained training data. As shown in Figure
3, when only 10% of the fine-grained training data is used,
our KD-ECS method outperforms the ECS method of joint
learning by a 20% increase in Pos. F1. As the percentage
of training data increases, the KD-ECS method outperforms
joint learning methods, indicating that knowledge distilla-
tion can enhance model performance by leveraging existing
knowledge, even in situations with limited samples. When
trained on the complete FG-RECCON dataset, the KD-ECS
method achieves a 2.35% improvement.

Percentage of training data size 

Figure 3: Comparison of methods based on knowledge dis-
tillation and joint learning under different scale training sets.

Discussion
Influence of Fine-Grained Emotion
In this section, we analyze the impact of fine-grained emo-
tion on identifying the reasons behind emotions. We identify
the causal span and compare the results with the given fine-
grained and coarse-grained emotions respectively on the
FG-RECCON dataset. The experimental results are shown
in Table 6. We run two baselines proposed by (Poria et al.
2021) and our KD-ECS model for the experiments. It can
be observed that when fine-grained emotion is provided,
the model shows improvement in identifying reason spans.
Specifically, our model shows an increase of 1.29% in span
identification accuracy and 0.82% in F1pos. The experi-
ments demonstrate that distinguishing fine-grained emotion
can provide more information when searching for reasons.

Model FG-EM CG-EM
EM Pos.F1 EM Pos.F1

Roberta 32.91 59.10 32.63 58.17
SpanBert 35.48 61.05 34.64 60.00
KD-ECS 36.77 62.14 35.48 61.32

Table 6: Experiment results for identifying the causal span
with the given emotions on the FG-RECCON dataset, where
”FG-EM” and ”CG-EM” represent results on fine-grained
and coarse-grained emotion labels respectively.

Influence of Teacher Model Scales
In this section, we investigate the effect of different sizes
of teacher models on the knowledge distillation perfor-
mance. We select five teacher models, namely RoBERTa-
base, RoBERTa-large (Liu et al. 2019), t5-large (Raffel et al.
2020), LLaMA-7b, and LLaMA-13b (Touvron et al. 2023).
As shown in Figure 4, with the increasing of the teacher
model’s size, the Pos. F1 score of the student model is
also significantly improved, but it will eventually become
saturated. The best performance is achieved with LLaMA-
7b. (Qiu et al. 2022) attributed this to the difference in ca-
pabilities between the teacher and student models. Specif-
ically, small student models have difficulty understanding
the higher-order knowledge extracted by a excessively large
model. This issue could potentially be addressed in the fu-
ture using dynamic knowledge distillation (Qiu et al. 2022)
to overcome the performance bottlenecks.

52
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60

62

64

RoBERTa-base —large T5-large LLaMA-7B —13B

F1

ECSPE 𝑃𝑜𝑠. 𝐹1

ECPE   𝑃𝑜𝑠. 𝐹1

Different Teacher models

Figure 4: Pos. F1 of KD-ECS with various teachers on the
FG-RECCON dataset.

Conclusion
In this paper, we propose a novel distillation method for fine-
grained emotion and causal span recognition. Our proposed
method leverages the utterance-level causal reasoning abil-
ity of a teacher model to guide the performance of a stu-
dent model.Additionally, to facilitate further research, we
present the FG-RECCON dataset for this task using a combi-
nation of ChatGPT annotation and manual annotation meth-
ods based on the RECCON dataset. Detailed experimental
results demonstrate the state-of-the-art performance of our
model on both FG-RECCON and RECCON datasets.
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